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Abstract. The history of corpus linguistics as a field of science is relatively short. Commonly agreed that the first modern computerized corpus was created between 1961 and 64 at Brown University by two linguists Henry Kučera and Nelson Francis. It is no exaggeration to say that the Brown Corpus shaped the modern corpus studies. It served as the model not only for new English language, but also for all modern national corpora, and is still used as the dataset in different kinds of research.
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1. Introduction

Corpus analyses as an approach to investigating language-related aspects in different spheres of science became wide-spread during last three decades. Corpus linguistics is the discipline which studies natural languages with the help of electronic language corpora and deals with methodological questions of design, development and implementation of such corpora [1].

Corpus, the core concept in this field, is generally a large enough, structured, and annotated database of language samples, stored and accessed electronically. Structure, volume, scope and overall design of a particular corpus depends on its purpose. They can be universal or special, single- or multilanguage, synchronic or diachronic etc. For example, Czech National Corpus (ČNK, Český národní korpus) [7] is a continuous project that creates and supports a number of corpora covering different aspects of the Czech language, both written and spoken: series of synchronic corpora SYN2000, SYN2005, SYN2010 and the most recent SYN2015, all containing around 100 million words of contemporary written Czech, diachronic written corpus covering texts from the 2nd half of 13th century to the middle of the 20th, and two corpora of transcribed oral speech [4,7].

Rapid development of computer science and IT industry during the last decades of the 20th century made it possible to create, store and access really large collections of linguistic data, which, in its turn, inevitably led to interdisciplinary cooperation between language and computer science. But first such datasets existed even earlier. In pre-computer era corpus was a collection of index cards (or dictionary slips) with text sample and annotation. Such manually prepared and searched collections had a number of intrinsic problems. Sampling and preparation was time-consuming and expensive, they were prone to errors, and data was sparse. It was difficult to add some new annotation later, difficult to search, or statistically assess the gathered data [3,5].

Transition to electronic form radically changed the way the corpus is prepared, stored and used. It gave researchers the opportunity not only to create much bigger corpora and use more complex method to work with them. It also added replicability and representativeness, significantly reduced the number of mistakes, and solved, at least partly, the sparseness issue. During the first stage the corpora was relatively small, if compared to current ones, and equipped with less sophisticated software, but these pioneers defined the future development of corpus linguistics and became the prototype for next generation of language corpora [4].

2. The Brown Corpus

Many sources states that the first electronic corpus, in the modern sense, was Brown University Standard Corpus of Present-Day American English, commonly known as the Brown corpus [2,17,1,4]. It is a synchronic corpus of contemporary written prose, printed in the United States in 1961. The Brown corpus was prepared in 1961-1964 by Nelson Francis and Henry Kučera, linguists at Brown University [8,6].
2.1 Before the Brown Corpus

The Brown corpus was in many ways pioneering, but it still had predecessors in technical and conceptual terms. Transition of French Thesaurus (Trésor de la Langue Française, TLF) to electronic form started before the Brown corpus was planned [1,6]. The Rand corpus, developed by the Rand Corporation group of Machine Translation in Los Angeles, was available for researchers already in 1959 [18, 6].

The strongest source of influence for the Brown corpus was the Survey of English Usage (SEU) created at the University College London. Two groups were closely connected. Randolf Quirk, who decided to devise SEU (planned to be machine readable from the beginning), during his scholarship in the United States met Freeman Twaddell, American Germanist, who created departments of linguistics and Slavic studies at Brown University in Providence (Rhode Island) and invited first Kučera, then Nelson, to join these departments and his corpus project. Nelson during his scholarship worked at SEU in London, and Quirk was at the original conference, where major decisions about the Brown corpus were made [6,8].

But SEU was computerized only in the end of 1980s, TFL wasn’t available for the public, and Rand was built on physics and math texts. So, the Brown corpus was first representative general purpose corpus, carefully designed, sampled, and prepared. Moreover, it immediately became available to any researcher, who asked for it. It opened a new era in corpus linguistics, and for years became the standard in many ways, and the most cited resource in the field [6, 2, 18].

2.2 The impact of the Brown corpus

In 1967 Kučera and Francis published their classical work Computational Analysis of Present-Day American English. The book contains very little text by Kučera and Francis themselves and a lot of data. The main part of the book constitutes two frequency lists, by rank and by alphabetical order, and frequency distribution lists. It also includes two articles by other researchers (analysis of word-frequency distribution by John B. Carroll, study of sentence-length distribution by Mary L. Marchworth and Laura M. Bell). By the time the book came out several
researches, based on the corpus, were already finished, and several more were in progress [9, 11].

During next decades a number of other corpora arose. The first corpus of spoken English (the London-Lund Corpus of Spoken English, LLC) was developed in 1975. Another collaboration between British and Scandinavian universities resulted in the Lancaster-Oslo-Bergen Corpus of British English (LOB) three years later [6, 14]. The Lancaster Corpus followed the design and sampling practice of the Brown Corpus. And all of them shared methodological grounds of the Brown corpus. These two corpora, in their turn, became the model for other comparable corpora of the so called 'Brown Family': seven corpora covering the period between 1931 and 2006 [17].

Mentioned earlier Form C, tagged version of the Brown corpus, became the start point for many works in the field. PARTS, Program for part of speech tagging, developed by Kenneth Ward Church at Bell Laboratories used the Brown corpus for training to get probabilities estimates[13]. The elaborated versions of the Brown tagset were used in LOB and LLC, as well the corpus itself was used for training purposes [12, 15, 17]. The first deep parsed corpus, the Penn Treebank, used the Brown corpus for development of training set, and its tagset was based on that of the Brown corpus [12]. All of them preserved comparability with the Brown corpus. In five years, 1986-90, as Leech states, 89 institutions acquired copies of the tagged LOB Corpus [2].

Corpus-based approach became a new powerful method in different subfields of linguistics and computational linguistics: machine translation and translation studies in general, information retrieval, studies of language acquisition and psycholinguistics. The latter also adopted the measure of word frequency, supposed by Francis and Kučera. For 50 years it became the norm for a wide variety of studies of human memory and word processing by human brain [14, 16, 21].

The Brown corpus has not lost its actuality even in 21st century. It still serves as training and testing set in different fields of science from natural language processing (parsing, disambiguation, spell-checking) [24, 19, 20, 22] to biomedicine [25]. It is included as one of the corpora in NLTK (Natural Language Toolkit), a leading platform for building Python programs for work with language data [26]. In 2006 Google released a trillion-word corpus including frequency counts for n-grams up to five words long. One of participants of that project, Peter Norvig, Brown graduate, remembers how excited he was about access to the Brown corpus during his undergraduate studies [23].

3. Conclusion

The Brown corpus, even though it has predecessors and sources of inspiration, in many senses was the first one. It was the first representative electronic language corpus, it was carefully designed and sampled, and it became available to other researchers. It defined the principles of corpus design and gave rise to corpus-driven approach, which is currently used in many different fields of science.
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